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Abstract 

 Data Mining is a process of exploring against large data to find patterns in decision-making. One of the 

techniques in decision-making is classification.  Data classification is a form of data analysis used to extract 

models describing important data classes. There are many classification algorithms.  Each classifier encom-

passes some algorithms in order to classify object into predefined classes. Decision Tree is one such important 

technique, which builds a tree structure by incrementally breaking down the datasets in smaller subsets. 

Decision Trees can be implemented by using popular algorithms such as ID3, C4.5 and CART etc. The present 

study considers ID3 and C4.5 algorithms to build a decision tree by using the “entropy” and “information gain” 

measures that are the basics components behind the construction of a classifier model 
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Introduction 

 The decision tree builds a model based on a 

data set called training data. This set of training data is 

only a set of records or objects, and each object 

(record) is characterized by a set of attributes and other 

special attribute called class label. If the training data 

has big number of records and small number of noisy 

data, then the generated model will be well designed, 

and constructed, otherwise the model will be poorly 

predicting future unseen records. Since the training data 

is important, the test data is also important. It is a set of 

records with unknown label class, used as a validator of 

the model. 

 The generated model used as a descriptive or 

predictive modeling, the descriptive modeling serve to 

describe the set of attributes that essentially make an 

object belong to a class or another class. The model 

shows the priority of each attribute, which influences the 

belonging of an object to a specific class. The predictive 

modeling act as a function takes a new object as input, 

and produces a class that will be attached to that object.  

 In the next section, we will discuss in depth the 

measures behind the constructing of the model, then 

later we will present how to make these measures work 

with learning algorithms ID3[1,2] and C4.5[3,4,5,6]. 

Impurity Measure 

 There several indices to measure degree of 

umpurity quantitatively. Most of well know indices are 

entropy, Gini index and classification error. Entropy in 

simple terms is the measure of disorder in a group of 

multiple objects [7]. Consider the example in figure 1, 

with seven triangles, and five circles. 

 In this example, we cannot be certain of the 

shape that dominates in totality, this uncertainty we can 

express it mathematically by the following expression: 

 
where n is the number of classes, and pi  is the fraction 

of an object i  by the total number of objects. 

Taking the previous example, we get: 

 

The entropy value is between zero and one, its value for 

the previous example is very high, which means high 

disorder. Thus, the set of objects is heterogeneous. 

 We will take another two more examples to 

illustrate the relations between disorder and the entropy 

value. The process is the same. Calculate the entropy 

value for each example. 

 In this example (Figure 2), we take six green 

triangles, and two red circles, then calculate again the 

entropy value for this case: 

 
 As we see here the value of entropy become 

smaller, because the group of triangles have much more 

members than group of circles, which means that the 

disorder becomes smaller.  

 In this last example (Figure 3), only take only a 

set of triangles as describe below: 

 
 The entropy value indicates that there is no 

disorder, and that the hole is homogenous. To conclude 

when a group of objects of different class, or a set of 

data is heterogonous, the disorder is very high then the 

entropy value is also high, otherwise when there is 

homogeneity among a set of data then the entropy 

value is zero. 

 There are other measures of impurity [2], such 

as “Gini Index”, that measures the divergence between 

the distributions of the target attribute’s values and the 

“classification error”: 

 

 
 Earlier we see what impurity is. The next step is 

to find out what information gain is and how it relates to 

impurity. 

Information Gain Measure 

 Information gain is a measure which makes it 

possible to discover, among all attributes which 
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Figure 3. Example for illustrating the relation              

between disorder and the entropy 

  

Figure 4. Example of gender illustrating 

 

 
 

Small Medium Large 

 

Figure 5. Attribute values 

 

  

Young Adult 

 Figure 6. Attribute values 

 

Figure 2. Example for illustrating the relation             

between disorder and the entropy 

 

Figure 1. Example for entropy measure 
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characterize a set of records or objects, the attribute 

that return enormous information about these records. 

In other words, the attribute that return the lowest 

impurity [7]. 

 If we have a parent node composed of several 

objects, each object has several attributes and a class 

label. We can partition the parent node into sub-set 

using an attribute. The goal is to discover the attribute 

that partitions the parent node of objects or records into 

sub-sets, with the following constraint, each sub-set 

must be the purest set possible. Means that the sub-set 

must has a low impurity value. 

Information gain is mathematically defined as: 

 
 Where I(*) is the impurity measure of a node, 

we can calculate it by one of the tree measured defined 

in the impurity section. N is the total number of records 

or objects in the parent node or parent set, k is the 

number of attribute values, and N(vj) is the number of 

records associated with the sub-set vj. Here is an 

illustrative example of computing information gain 

measure for different attributes on set of objects, there 

are twelve object in total, each object represents a 

person, in general each person characterized by a set of 

attributes like age, eye color, family status, name, 

weight…etc. However, in our case, we will take only two 

attributes (age and weight), and the class label (gender) 

which only takes two possible values (male or female). 

Male is represented by triangles, and female represented 

by circles, as described in the figure 4. There are seven 

male and fourth female: 

 The impurity for this parent node is equal to 

0.979. The impurity is enormous and it makes sense 

because the set of objects is heterogonous. The main 

objective is to reduce this impurity. The solution consists 

in dividing this parent node into sub-set by each 

attribute from this list of attributes (weight, age), and 

calculate for each attribute the information gain. Then 

take the attribute that returns the largest information 

gain measure. 

• Dividing the parent set by the “Weight” attribute. 

 The weight attribute has three possible values 

(Figure 5), small, medium and large, this attribute 

divides the parent set into three sub-sets, a set for small 

people, contains a male and two female, a set for 

medium people, contains, two male and a female, and 

last sub set for large people contains, four male and a 

female. 

Calculate the Impurity for Each Sub-Set 

 

 

 
 

Calculate the Information Gain 

 
When we divide the parent set by the weigh attribute, 

the information gain gives the value 0.115. 

• Dividing the parent set by the “Age” attribute. 

 The age attribute also has two possible values, 

young and adult. The young value gives a sub-set, with 

three male and two female, and the adult value gives 

sub-set, with four male and three female (Figure 6). 

Calculate the Impurity for Each Sub-Set 

 

 
 

Calculate the Information Gain 

 
 The information gain provided by the weight 

attribute is very high compared to the other age 

attribute, and the subsets provided by the weight 

attribute are purer than the subsets provided by the age 

attribute. Therefore, for this initial parent node, we will 

take the weight attribute to divide the initial parent node 

into purer subsets. 

(Table 1) 
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 What is the use of this information gain measure 

in the classification process? Moreover, how can it be 

used in the decision tree classifier to construct a model? 

 These questions will be answered in details in 

the next section. 

The Core of Decision Tree Algorithms 

 Decision tree algorithms use an initial training 

data set characterized by a dimension (mXn), m 

designed to the number of rows in the training data set, 

and n designed to the number of attributes that belongs 

to a record. The decision tree algorithms run through 

that search space recursively, this method called tree 

growing, during each recursive step, the tree growing 

process must select an attribute test condition to divide 

the records into smaller subsets. To implement this step, 

the algorithm used the measure of the information gain 

that we saw previously. This means that the decision 

tree algorithms calculate the information gain for each 

attribute and this process called the attribute test 

condition, and choose the attribute test condition that 

maximize the gain. Then a child node is created for each 

outcome of the attribute test condition and the sub 

records are distributed to the children node based on 

the outcomes. The tree growing process repeated 

recursively to each child node until all the records in a 

set belongs to the same class or all the records have 

identical attribute values. Although both condition are 

sufficient to stop any decision tree algorithm. 

 The core and basis of many existing decision 

tree algorithm such as ID3, C4.5 and CART is the Hunt’s 

algorithm [11]. In Hunt’s algorithm, a decision tree is 

grown in a recursive way by partitioning the training 

records into successively purer data set.  A skelton for 

this algorithm called “TreeCrowth” is shown below. The 

input to this algorithm consists of the training record E 

and the list of attributes F. 

TreeGrowth(E,F) 

1) If stropping_condition (E,F) = true then 

2)     Leaf_node = createNode() 

3)     Leaf_node = classify() 

4)     return leaf_node 

5) Else 

6)     root = createNode() 

7)     root_test_condition = findBestSplit(E,F) 

8)     let V = {v | v is a possible outcome of             

root_test_condition} 

9)      for each v  V do 

10)           = {e | root_test_condition(e) = v and e 

} 

11)          Child = TreeGrowth(E,F) 

12)          Add child as descendent of root and label the 

edge (root  child) as v 

13)      end for 

14) end if 

15) return root 

The Detail of this Algorithm is Explained Below 

1) The stopping_condition() function becomes true if 

all records have the same class label, or all the 

attributes have the same values. 

2) createNode() function, enlarge the tree structure  by 

adding new node for a new root attribute as 

root_test_cond or a new class label as label_node. 

3) Classify() function determines the class label to be 

assigned to a leaf node. 

4) findBestSplit() function determines the attribute that 

produce the maximum information gain measure.  

 This section discuss how a decision tree works 

and how it construct a model based on Hunt’s algorithm, 

and shows the importance of the information gain 

measurement, which is the core part of the algorithm, it 

Table 1. Information gain 

  Weight Age 

Information Gain 0.115 0.00025 
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is the metric that allows the algorithm to learn how it 

can be partition the records and build the tree. 

 Next, we will discuss the ID3 and C4.5 

algorithms, which use the Hunt’s algorithm and explain 

by examples how they works, we will first start with the 

ID3, explain it, and present its limitation, then we will 

discuss its evolutional version C4.5, and why C4.5 is 

more performant than ID3. 

ID3 Learning Algorithm 

 The ID3 algorithm is considered as a very simple 

decision tree algorithm. The ID3 algorithm is a decision 

tree-building algorithm. It determines the classification 

of objects or records by testing the values of their 

attributes. It builds a decision tree for the given data in 

top-down structure, starting from a set of records and a 

set of attributes.at each node of the tree, one attribute 

is tested based on maximizing the information gain 

measurement and minimizing the entropy measurement, 

and the result are used to split the records. This process 

is recursively done until the records given in a sub-tree 

are homogenous (all the records belong to the same 

class). These homogenous records become a leaf node 

of the decision tree [8-10]. 

 To illustrate the operation of ID3, consider the 

learning task represented by the training records of 

Table 2 below. The class label is the attribute “gender”, 

which can have values “male” or “female” for different 

people. The task is to build a model from the initial 

records described in the Table below, this model will be 

used later to predict the class label “gender” for a new 

record with an unknown class label, based on a set of 

attributes (age, weight, length).which attribute should 

be tested first in the tree? ID3 determines the 

information gain for each attribute (age, weight, length), 

and then select the one with highest information gain.  

 All the attributes are categorical, which means 

that all its values are nominal. Since ID3 does not 

support continue values, we will see later why? For the 

moment, we will calculate the impurity for this initial 

training data set, and then calculate the information gain 

for every attribute, to find the best attribute, which 

returns the maximum value of the information gain, then 

link that attribute as a root node and split the initial 

straining data set into new sub-sets. 

• Calculate the impurity for the initial training data set. 

 We have four male and three female so the 

entropy is equal to: 

Table 2. Initial training data sets 

Age Weight Length Gender 

Young Middle-weigh Long male 

Adult Light-weight Short female 

Young Heavy-weight Medium male 

Adult Heavy-weight Long female 

Adult Heavy-weight Short female 

Young Middle-weight Medium male 

Young Middle-weight Medium female 

Adult Light-weight Long male 

Adult Heavy-weight Short female 

Young Middle-weight Medium female 

Adult Light-weight Medium female 

Adult Heavy-weight Short female 

Adult Middle-weight Long male 

Adult Light-weight Long female 
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• Calculate the information gain for the “Age” attribute 

 The age attribute has two distinct values, which 

are young and adult, the first step before calculating the 

information gain. We should calculate the impurity for 

each value. 

 Calculate the entropy for the “Young” value of 

the “Age” attribute: 

 

 
 Calculate the entropy for the “adult” value of the 

“age” attribute: 

 

 
 The information gain for the “age” attribute is 

equal to: 

 

 
 Calculate the information gain for the “weight” 

attribute. 

 

 

 

 

 

 

 

 
 Calculate the information gain for the “length” 

attribute. 

 

 

 

 

 

 

 

 

 The table 3 summarizes all the result that we get 

above. 

 The length attribute returns the maximum 

information gain, so the ID3 algorithm will split the 

initial records based on the values of this attribute. 

Each value will be the outcome of the root node. 

Length attribute will produce three outcomes, short, 

medium and long. The splitting will therefore also 

produce three sub-sets. Each sub set has the 

records that the value of the “length” attribute will 

match the value of the outcome. The ID3 algorithm 

will create the first root node (Figure 6) and its 

outcomes as described below:  

  Age Weight Length 

Information Gain 0.102 0.104 0.247 

Table 3. Information gain by ID3 
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Figure 8. Decision tree model generated by ID3 

with numeric attribute. 

Figure 7. The full decision tree model. 

Age Weight Gender 

Young Heavy-weight male 

Young Middle-weight male 

Young Middle-weight female 

Young Middle-weight female 

Adult Light-weight female 

Subset for the “medium” outcome: 

Age Weight Gender 

Young Middle-weigh male 

Adult Heavy-weight female 

Adult Light-weight male 

Adult Middle-weight male 

Adult Light-weight female 

Subset for the “long” outcome: 

Figure 6. The root node of the decision tree. 

Age Weight Gender 

Adult Light-weight female 

Adult Heavy-weight female 

Adult Heavy-weight female 

Adult Heavy-weight female 

Subset for the “short” outcome: 
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 In the outcome associated with the “short” 

value the class label has the same value for all the 

records. Therefore, the ID3 will end in this child node 

and will create a leaf node that has the value “female”, 

but for the others child nodes, the stopping conditions 

are not verified, the algorithm will repeat the process 

until reaching a homogenous sub node. At the end of 

the process, the ID3 algorithm generate a tree model as 

shown below. 

 The root node and the intern nodes are in 

green, the leaf nodes are in red, and the outcomes are 

in orange. 

 In general, decision tree represents a disjunction 

of conjunctions on the attribute values of records. Each 

path from the tree root to the leaf node corresponds to 

a conjunction of attribute test. In addition, the tree itself 

to a disjunction of these conjunctions. For example, the 

decision tree shown in figure 7 corresponds to the 

expression. 

 

 

 

 

 

 

 
 

 The above disjunctions of conjunctions can be 

used as a function to predict new records with unknown 

class label “gender”. Thus, each disjunction become an 

“If” statement and each conjunction become a condition 

for testing the value of each attribute of the new record. 

We will generate five rules from this decision tree model 

to predict new records as shown below. 

Model_to_Rules(New_Record) 

if new_record(Length) = ”Short” then 

return female 

else if new_record(Length) = “Medium” AND 

new_record(weight) = Middle OR  

new_record (weight) = Light then 

return female 

else if new_record(Length) = “Medium” AND 

new_record(weight)= Heavy then 

return male 

else if new_record(Length) = “Long” AND 

new_record(weight) = “Light” OR new_record

(weight) = “Heavy” then 

return female 

else if new_record(Length) = “Long” AND 

new_record(weight) = “Middle” then 

return male 

Limitation of ID3 Algorithm 

   In the real world data, the dataset can contain 

different types of data. Such as Boolean data, 

categorical data and continues data. In this section we 

will work with the previous training data set, but with a 

small difference, the weight attribute will be defined by 

continues values instead of categorical values, in order 

to see how the ID3 will react to this small difference, 

and try to understand the limitation of the ID3 to 

numeric data. The table below (Table 4) show the 

training data set with two categorical attributes (age and 

length); one continues attribute (weight) and a class 

label (gender).  

 The process is the same, the goal is to build a 

decision tree model, the ID3 algorithm need to calculate 

the information gain for each attribute as a first step, 

the values for the age and length attributes still the 

same, because we do not change the values for this two 

attributes, the only difference is about the weight 

attribute.  

• Information gain for the “Age” attribute is equal to: 

 

• Information gain for the “Length” attribute is equal 

to: 

 

• Calculate the information gain for the “Weigh” 

attribute: 

 Before calculating the information gain, we must 
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first calculate the impurity for each possible value of the 

“weight” attribute, the weight attribute producing 

fourteen values, each value linked to a single record, so 

that the entropy for each value will be zero. Here is an 

example of the value “72”, its entropy equal to: 

 
 While the entropy for all the values is null, so 

the information gain of the “weight” attribute is equal to 

the entropy of the initial dataset: 

 

 
 We can recognize without calculation, that the 

“weight” attribute will produce the highest entropy, 

because the weight attribute will generate fourteen 

purer subsets, each subset has only one record belongs 

to one class. The ID3 will end here because there are no 

more records to split and all the sub-sets are homoge-

nous. The decision tree model generated is shown in 

Figure 8. 

 The above training dataset has only one 

numeric attribute, and the ID3 algorithm fails to 

generate a model that will generally predict new future 

records. The ID3 algorithms is less effective for numeric 

attributes, with a training dataset that has more than 

one numeric attribute and noisy and missing data, the 

ID3 algorithm is bad choice. The better solution for this 

type of datasets is the C4.5 algorithm, which we will 

discover in the next section. 

C4.5 Learning Algorithm 

 C4.5 is evolution of ID3, presented by the same 

author (Quinlan, 1993). The C4.5 algorithm generates a 

decision tree for a given dataset by recursively splitting 

the records. The C4.5 algorithm considers the 

categorical and numeric attributes. For each categorical 

attribute, the C4.5 calculate the information gain and 

select the one with the highest value, and used the 

attribute to produce many outcomes as the number of 

distinct values of this attribute [8-10]. For each numeric 

attribute there are two methods to calculate the 

information gain, the first method consists in calculating 

the gain ratio, and the second method consists in 

calculating the information gain as we did in the ID3 but 

with some differences.  

 As an example, we take the training dataset that 

we already used in the ID3 limitation section. 

 Calculations of categorical attributes do not 

change. The C4.5 uses the same process as ID3 to 

calculate the categorical attribute. The main difference 

between ID3 and C4.5 concerns numeric attributes, C4.5 

presents two methods for managing the numeric values 

of an attribute. The information gain of categorical 

values is still the same as we did before. 

• First method 

 What is the wrong with the “weight” attribute? 

Simply, it has so many possible values that is used to 

separate the training records into very small sub-sets. 

Because of this, the weight attribute will have the 

highest information gain relative to the initial training 

dataset. Thus, the resulting model will be a very poor 

predictor of the target class label over new future 

records.  

 One way to avoid this difficulty is to select 

decision attributes based on some measure other than 

information gain. One alternative measure that has been 

used successfully is the gain ratio. The gain ratio 

measure penalizes attributes penalizes attributes such as 

weight attribute by incorporating a term called split 

information [11], that is sensitive to how uniformly the 

attribute split the data: 

 
 Where c is the total number of splits, and p(vj)  

is the fraction of the records associated with a split by 

the total number of all the records. For an example, the 

weight attribute has fourteen possible values, so the 

number of splits c in this example is equal to fourteen, 

and the number of records associated to each possible 

value is equal to one, each attribute value has the same 

number of records then: 

 
 Where N(vj)  the number of records is 

associated with a split or an unique value, and N is the 
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  Age Weight Length 

Information Gain 0.102 0.246 0.247 

Table 5. Information Gain 

Age Weight Length Gender 

Young 72 Long male 

Adult 52 Short female 

Young 92 Medium male 

Adult 76 Long female 

Adult 70 Short female 

Young 67 Medium male 

Young 60 Medium female 

Adult 62 Long male 

Adult 74 Short female 

Young 58 Medium female 

Adult 59 Medium female 

Adult 75 Short female 

Adult 71 Long male 

Adult 61 Long female 

Table 4. The initial training data set. 
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classes 

Entropy Gain 
male female 

52 
<= 0 1 0 

0.0197 
>  5 8 0.991 

58 
<= 0 2 0 

0.100 
>  5 7 0.979 

59 
<= 0 3 0 

0.159 
>  5 6 0.994 

60 
<= 0 4 0 

0.225 
>  5 5 1 

61 
<= 0 5 0 

0.302 
>  5 4 0.991 

62 
<= 1 5 0.650 

0.09 
>  4 4 1 

67 
<= 2 5 0.863 

0.016 
>  3 4 0.985 

70 
<= 2 6 0.811 

0.048 
>  3 3 1 

71 
<= 3 6 0.918 

0.0034 
>  2 3 0.970 

72 
<= 4 6 0.970 

0.015 
>  1 3 0.811 

74 
<= 4 7 0.945 

0.00078 
>  1 2 0.918 

75 
<= 4 8 0.918 

0.0102 
>  1 1 1 

76 
<= 4 9 0.890 

0.113 
>  1 0 0 

92 
<= 5 9 0.940 

0 
>  0 0 0 

Table 6. Calculations for each value of weight attribute 
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  Age Weight Length 

Information Gain 0.102 0.302 0.247 

Table 7. Information gain 

Age Length Gender 

Adult Short female 

Young Medium female 

Young Medium female 

Adult Medium female 

Adult Long female 

Table 8. Same class label 

Age Length Gender 

Young Long male 

Young Medium male 

Adult Long female 

Adult Short female 

Young Medium male 

Adult Long male 

Adult Short female 

Adult Short female 

Adult Long male 

Table 9. Heterogeneous class label 
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total number of records. 

 
 Each attribute value has the same number of 

records, so the split info will be equal to: 

 
 To determine the goodness of a split, we need 

to use a criterion known as gain ratio. This criterion is 

defined as follows: 

 
 The information gain of the weight attribute is 

equal to the entropy of the initial data set, we have 

been discussed this topic previously in the fifth section. 

The gain ratio of the weight attribute is equal to: 

 
 This example suggests that if an attribute 

produces large number of splits, its split information will 

also be large, which in turn reduces its gain ratio. 

The information gain for all the attributes is given in 

Table 5. 

 Using this first technique in C4.5, the attribute 

“length” always provides the great information gain than 

the attributes “age” and “weight”. 

• Second method 

 This method consists in considering each value 

of a numeric attribute as a candidate, then for each 

candidate (numeric value) select the set of records less 

than or equal to this candidate, and the set of records 

greater than this candidate. In addition, calculate the 

entropy for the two sets, and the information gain for 

the candidate that relates to the two sets of records [7]. 

Here is a full example (Table 4) of how we use this 

method on the weight attribute. For example, consider 

the candidate who has the value “61”. This candidate 

can divide the initial training dataset into two sub-sets, 

the first subset with the records whose weight value is 

less than or equal to “61”, and the second sub-set with 

the records whose weight value is greater than “61”. 

The calculation of entropy and information gain are 

presented in Table 6. 

 

 

 

 
 The information gain of the value”61” will be the 

information gain of the weight attribute (Table 7). 

 C4.5 will split the records into two sub-sets, the 

first subset with records whose weight value is less than 

or equal to “61”, the second subset with records whose 

weight value is greater than “61”. 

• The first subset  (Table 8)  

All of the records in this subset have the same class 

label, so the subset is homogenous, the C4.5 will end 

at this node and create a leaf node with the value 

“female”. 

• The second subset. 

This second subset is heterogeneous (Table 9), so the 

C4.5 algorithm repeats the process until reaching 

homogenous subsets. 

The C4.5 algorithm has many advantages over ID3 

algorithm [9]. One of the main advantages is to manage 

both continues and categorical attributes,  for the 

continues attribute and as we saw above, the C4.5 

creates a threshold, then divides the initial records into 

those whose attribute value is greater than the threshold 

and those that are less than or equal to it. The other 

advantages are:  

 Handling training data set with missing values, the 

real data set is not perfect. They may have noisy 

and missing values. 

 Pruning trees after creation means that C4.5 will 

remove branches from the tree that are repeated or 

unnecessary, by replacing them with a leaf node. 

Conclusion 

 In this article, we explain entropy and information gain 

measures, we discussed the usefulness and the 

importance of these measures and how they were used 

in the decision tree algorithm to build a model that will 

http://www.openaccesspub.org/
http://openaccesspub.org/
http://openaccesspub.org/journal/jmid
https://openaccesspub.org/journal/jmid/copyright-license
https://doi.org/10.14302/issn.2641-5526.jmid-20-3302


 

Freely Available  Online 

www.openaccesspub.org   JMID      CC-license         DOI : 10.14302/issn.2641-5526.jmid-20-3302             Vol-1 Issue 2 Pg. no.–  43  

be used later for prediction. This article also gives an 

overview of the ID3 and C4.5 algorithms, and explain 

how they work.  In future work we will use these 

algorithms for classification project. 
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